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Abstract
While the role of selection in divergence along the speciation continuum is theo-
retically well understood, defining specific signatures of selection in the genomic 
landscape of divergence is empirically challenging. Modelling approaches can pro-
vide insight into the potential role of selection on the emergence of a heterogenous 
genomic landscape of divergence. Here, we extend and apply an individual- based ap-
proach that simulates the phenotypic and genotypic distributions of two populations 
under a variety of selection regimes, genotype–phenotype maps, modes of migration, 
and genotype- environment interactions. We show that genomic islands of high dif-
ferentiation and genomic valleys of similarity may respectively form under divergent 
and parallel selection between populations. For both types of between- population 
selection, negative and positive frequency- dependent selection within populations 
generated genomic islands of higher magnitude and genomic valleys of similarity, 
respectively. Divergence rates decreased under strong dominance with divergent 
selection, as well as in models including genotype- environment interactions under 
parallel selection. For both divergent and parallel selection models, divergence rate 
was higher under an intermittent migration regime between populations, in contrast 
to a constant level of migration across generations, despite an equal number of total 
migrants. We highlight that interpreting a particular evolutionary history from an ob-
served genomic pattern must be done cautiously, as similar patterns may be obtained 
from different combinations of evolutionary processes. Modelling approaches such as 
ours provide an opportunity to narrow the potential routes that generate the genomic 
patterns of specific evolutionary histories.

K E Y W O R D S
frequency- dependent selection, genomic landscape, genotype–phenotype map, individual- 
based model, natural selection, speciation

www.wileyonlinelibrary.com/journal/mec
mailto:
https://orcid.org/0000-0001-7467-5199
https://orcid.org/0000-0001-7197-9154
http://creativecommons.org/licenses/by-nc/4.0/
mailto:hisham.ali@biology.ox.ac.uk
http://crossmark.crossref.org/dialog/?doi=10.1111%2Fmec.17225&domain=pdf&date_stamp=2023-12-08


2  |    ALI et al.

1  |  INTRODUC TION

New species can form in a variety of ways (Coyne & Orr, 2004), but 
gradual (rather than abrupt) divergence between lineages, culmi-
nating in reproductively isolated forms described by the speciation 
continuum is thought to be frequent (Nosil et al., 2009). Multiple 
microevolutionary processes (i.e., drift, mutation, migration and 
different types of selection) can interact to influence progres-
sion along this continuum. While natural selection is considered 
a primary driver of speciation (Schluter, 2009), reconstructing the 
roles of, and interactions among, microevolutionary processes as 
divergence proceeds remains a key goal of evolutionary biology. 
Genomic signatures of these processes may be observed in the 
topography of the genomic landscape of divergence: the hetero-
geneous divergence profile along the genomes of two diverging 
forms (Gavrilets, 2014; Michel et al., 2010; Wolf & Ellegren, 2017). 
However, definitive conclusions are difficult because multiple 
combinations of processes may yield similar genomic profiles 
(Campbell et al., 2018; Quilodrán et al., 2020; Ravinet et al., 2017; 
Wolf & Ellegren, 2017). Previous approaches have provided valu-
able insights into how microevolutionary processes shape genomic 
landscapes of divergence (e.g., Andrello & Manel, 2015; Feder, 
Gejji, et al., 2012; Quilodrán et al., 2020; Sedghifar et al., 2016). 
However, the genomic signatures of combinations of evolutionary 
histories and processes, interacting with varying genomic archi-
tectures, require further investigation.

Two main features of genomic landscapes of divergence that have 
received particular attention are genomic islands and valleys (Feder, 
Egan, & Nosil, 2012; Michel et al., 2010; Wolf & Ellegren, 2017). 
Genomic islands describe regions of the genome with very high 
levels of divergence, and genomic valleys regions with low levels 
of divergence, relative to background levels (Ravinet et al., 2017; 
Roesti et al., 2014). Different forms of natural selection can result 
in formation of islands and valleys (Seehausen et al., 2014; Shafer & 
Wolf, 2013). During the early stages of the speciation continuum, ge-
nomic islands are typically formed under divergent selection, where 
different phenotypes, and hence different alleles, are favoured in 
each population (Feder et al., 2013; Seehausen et al., 2014). However, 
the formation of genomic islands is not restricted to the action of 
divergent selection, and they can form stochastically at neutral loci 
(Bay & Ruegg, 2017; Nosil & Feder, 2012; Quilodrán et al., 2020). A 
genomic valley may form under parallel selection, when the same 
phenotype is favoured in both populations, and that phenotype is 
produced by the same allele(s) (Roesti et al., 2014). However, ge-
nomic valleys may also form when similar deleterious mutations are 
removed in both populations (Cvijović et al., 2018). As the speciation 
continuum progresses, a heterogenous genomic landscape of diver-
gence may thus emerge between populations influenced by paral-
lel and divergent selection on different aspects of the phenotype 
(Ravinet et al., 2017; Seehausen et al., 2014).

Frequency- dependent selection (FDS) can occur concurrently 
with parallel and divergent selection during divergence. FDS de-
scribes how the frequency of a phenotype influences its fitness 

within a population, while parallel and divergent selection influence 
the phenotypic variation between them (Bolnick & Stutz, 2017). By 
influencing allele frequencies that underlie these phenotypes, FDS 
can also impact genetic variation between populations. FDS can be 
positive (PFDS), where the fitness of a phenotype increases as its 
frequency increases (Endler, 1988; Thompson, 1984), or negative 
(NFDS) where the fitness of a phenotype increases as its frequency 
decreases (Clarke & O'Donald, 1962). Both forms have been em-
pirically documented. For instance, PFDS has been observed for 
hymenopteran black and yellow warning colouration to signal prey 
unpalatability (Endler, 1988), as well as phlox flower colouration 
to attract pollinators (Smithson, 2001). NFDS has been observed 
for predation- driven apostatic selection in the grove snail (Cepaea 
nemoralis) (Allen, 1988); and reproductive mating strategies in the 
side blotched lizard (Uta stansburiana) (Sinervo & Lively, 1996), and 
ruff (Philomachus pugnax) (Küpper et al., 2015). While NFDS acts to 
maintain genetic diversity (Clarke, 1979; Doebeli & Ispolatov, 2010), 
PFDS reduces genetic diversity due to selection against rare pheno-
types (Langham, 2004; Mallet & Barton, 1989). However, the poten-
tial impact of the interaction of these types of selection with other 
microevolutionary processes on the genomic landscape of diver-
gence is not well understood (Brisson, 2018; Svensson et al., 2018).

Divergence patterns across the genomic landscape may also be 
influenced by migration between populations, the genotype–pheno-
type map and genotype- environment (G × E) interactions. Migration, 
the movement of alleles between populations, generally acts to hin-
der genetic divergence (Futuyma, 1987; Morjan & Rieseberg, 2004), 
though can promote divergence through adaptive introgression, 
as has been observed in some radiation events (Lamichhaney 
et al., 2015; Mallet, 2007; Mavárez et al., 2006). The nature of the 
genotype–phenotype map, and G × E interactions can shape the 
genomic landscape via effects on genetic variation. The purely ge-
netic contribution to the phenotype can be partitioned into addi-
tive, dominance and epistatic variation (Falconer & Mackay, 1996). 
Where the genotype–phenotype map includes dominance, that is, 
alleles at a locus interact to produce a phenotype that differs to 
that expected from the additive effect of those alleles (Falconer & 
Mackay, 1996), genetic diversity can be maintained when the same 
phenotype is produced by heterozygous and homozygous dominant 
loci (Kojima, 1959). G × E interactions, which describe how the phe-
notype is jointly influenced by the genotype and the environment 
(Falconer & Mackay, 1996), can also maintain genetic diversity in het-
erogenous environments (Etges et al., 2007; Mitchell- Olds, 1995).

Several modelling approaches have been developed to simulate 
the genomic signatures that different microevolutionary processes 
may produce during divergence. Many of these models are limited to 
simulating either a single or a few bi- allelic loci, with selection often 
defined as a single parameter (e.g., Charlesworth et al., 1997; Feder, 
Gejji, et al., 2012; Feder & Nosil, 2009, 2010; Sedghifar et al., 2016). 
While considering selection as a single parameter provides valuable 
information, it represents a specific stage after a given divergence 
level is reached (Feder, Gejji, et al., 2012; Feder & Nosil, 2009, 2010). 
Coalescence- based models have proved useful, particularly when 
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    |  3ALI et al.

studying neutral evolution (Lohse, 2017). Coalescence- based models 
also have the advantage of being able to incorporate large amounts 
of data, potentially simulating entire chromosomes for large popula-
tions, and include selection and migration (Haller et al., 2019; Haller 
& Messer, 2019; Kelleher et al., 2016). Yet, they are typically less 
informative for small population sizes affected by selection and non- 
random reproduction (Currat et al., 2015).

Individual- based models (IBMs), or agent- based models, provide 
population level insights from the collective behaviour of individuals 
(DeAngelis & Grimm, 2014; Grimm et al., 2006). The simulated in-
dividuals are defined by state variables (e.g., physiological traits or 
genetic attributes), with fixed population behaviours (e.g., average 
offspring number and migration rates). IBMs use a forward- in- time 
approach in contrast to backward- in- time coalescence- based mod-
els (Hoban et al., 2012), allowing the exploration of more complex 
demographic and genetic dynamics during divergence. In addition, 
due to the exponential increase in computational power and the 
wealth of genomic data gathered in recent decades, IBMs have suc-
cessfully simulated the evolution of populations using large genomic 
fragments (Currat et al., 2015; Peng & Kimmel, 2005).

A recent application of the IBM approach introduced a flexible 
fitness function for simulating evolutionary dynamics (Quilodrán 
et al., 2020). This function allows the linking of evolutionary, eco-
logical, and population demographic parameters in a form that is 
not possible when selection is summarized as a single parameter. 
In addition, the framework facilitates simulation of various sce-
narios of migration, neutral and non- neutral evolution, using non- 
uniformly distributed loci with varying recombination and mutation 
rates. We further developed the IBM of Quilodrán et al. (2020) to 
model the speciation continuum under both divergent and parallel 
selection. We introduced four modifications: (i) negative and posi-
tive frequency- dependent selection within populations; (ii) genetic 
dominance rather than a purely additive genotype–phenotype map; 
(iii) genotype- environment interactions; and (iv) a modified version 
of the migration parameter allowing a variable level of migration 
instead of fixed values across all generations. Our aim is to better 
understand the formation of heterogenous genomic landscapes of 
divergence, including the development of genomic islands and val-
leys, as well as to provide a more flexible framework for exploring 
the genomic patterns that may emerge after particular evolutionary 
histories.

2  |  METHODS

2.1  |  Description of the model

The simulations are based on the Genomic Landscape of Divergence 
Simulations (‘glads’) IBM developed by Quilodrán et al. (2020). The 
‘glads’ framework can be used to explore the role of different micro-
evolutionary processes acting as populations diverge, and via para-
metrization with empirical data, can also be used to answer questions 
about specific systems (Sendell- Price et al., 2020) (Figure 1).

Three hierarchical levels are considered in this framework: gen-
otype, phenotype and demographic rate. Individuals are assigned a 
sex and genetic identity. A genotype–phenotype map defines the 
expected phenotype from the simulated genotypes, which along 
with the environment, defines the realized phenotype of individuals. 
Through the implementation of a fitness function, fitness is com-
puted for each realized phenotype.

Individuals are diploid and are genetically defined by a two- 
dimensional array that represents homologous chromosomes. Each 
position in the array represents a locus. With multiple individuals 
being defined in this manner, we can observe genomic variation at a 
population level at each locus. For an additive genotype–phenotype 
map, two integers at each locus influencing a given phenotype deter-
mine the locus's breeding values (bv) (i.e., the homologous alleles in a 
diploid system), each of which can take the form of any of the simu-
lated alleles, for example, alleles 1 to 20. An individual's phenotype 
(z) is computed as the sum of all the breeding values contributing to 
that phenotype (na), along with a stochastic environmental compo-
nent (�env), with a defined variance (�env) and mean (0) (Equation 1).

The fitness (�) of an individual is a modified gaussian function of 
the phenotype (Equation 2). The following population level parame-
ters are introduced in the first part of Equation 2: maximum number 
of offspring (b0); phenotypic optimum (b1); and variance of the gauss-
ian distribution of the phenotype (b2). b0 represents the maximum 
fitness of individuals in the population, while b1 represents the value 
of z that corresponds with b0. In the second part of Equation 2, a 
density- dependent component is introduced to prevent exponential 
growth (b3) of the population size (N). In the third part of this equa-
tion, a stochastic demographic component (�dem) with a predefined 
variance (�dem) and mean (0) is introduced.

The input of each simulation run is composed of different 
populations, containing multiple genetically and sexually defined 
individuals, in which population level parameters are applied. 
Divergent selection can be simulated with different phenotypic 
optima (b1 ) between populations, while parallel selection can be 
simulated with equal b1 values. The simulation progresses by iter-
ating discrete steps, representing generations. In each generation, 
individuals mate and generate offspring, where the probability of 
a male siring offspring, and the number of offspring produced by 
a female depends on their respective fitness. The offspring in-
herit half of the genome from each parent, but differ from them 
by specific rules defining recombination and mutation rates. The 
recombination parameter gives the probability of a crossover oc-
curring; and is implemented as either an average Poisson proba-
bility over all loci or as a fixed probability between adjacent loci 
that considers a recombination map (see Quilodrán et al., 2020). 
The mutation parameter is defined by a binomial distribution 

(1)z =

na
∑

v=1

bv + �env

(

0, �env
)

(2)
� = b0e

−
1

2

(

z−b1na

b2na

)2

− b3N + �dem

(

0, �dem
)
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4  |    ALI et al.

computing the expected number of mutations per site, per gen-
eration. This parameter is restricted to biallelic genetic structures, 
and mutations at selected loci can affect the additive phenotype; 
consequently, shifting the phenotype towards or away from the 
phenotypic optimum (adaptive and maladaptive respectively). The 
offspring reach sexual maturity and have the potential to repro-
duce in the next generation. Finally, the migration rate parameter 
defines the probability of sexually mature individuals moving be-
tween populations. By applying these parameters over the course 
of iterative simulations, a genomic landscape of divergence can be 
observed between populations. By changing the parameters, the 
effects of different evolutionary mechanisms, such as selection 
and drift, can be ascertained. This model is implemented in R using 
the ‘glads’ package (Quilodrán et al., 2020).

2.2  |  Frequency- dependant selection

The first modification to the model fitness function (Equations 1 and 2) 
is a framework for frequency- dependant selection (FDS). FDS was 
applied to the phenotype derived in Equation 1. The range of phe-
notypes (z) for each population were partitioned to a pre- defined 
number of bins of equal size (K). Individuals (i) were subsequently 

assigned to these bins, based on their phenotypic trait value 
(Equation 3).

FDS was applied to the frequency of individuals within each 
bin (fzKi), which was normalized by the bin with the highest fre-
quency (fzKmax). This facilitates simulation of both positive and 
negative FDS. Under positive FDS, fitness increases as the fre-
quency of individuals within the bin increases. Conversely, under 
negative FDS, fitness decreases as the bin frequency increases. 
The strength of FDS was implemented by the parameter (F) that 
denotes the maximum increase in offspring number due to FDS. 
The product of parameter F and the normalized bin frequencies 
( fzKi

fzKmax

) represents the fitness change due to FDS (�′

i
), for an indi-

vidual belonging to a given phenotype bin. In positive FDS, the 
product is added to the fitness, from Equation 2, for each individ-
ual (Equation 4).

In negative FDS, an inverse relationship between fitness and 
the bin frequency is computed. This is calculated by subtracting 

(3)zKi =

⌈

zi − zmin

zmax − zmin

K

⌉

(4)�
�

i
= �i +

(

fzKi

fzKmax

F

)

F I G U R E  1  Summary of the ‘glads’ framework showing each of the main steps in the modelling approach. The boxes in brown represent 
initialization of the model. The cycle represents a given time- step iteration, with the boxes indicating the different computing steps for each 
generation. The box ‘More generations?’ represents a condition variable stating either the running of another generation (‘Next generation’ 
box) or the end of simulations (sky- blue circle, representing the output from which the genomic landscape is computed). Adapted from 
Quilodrán et al. (2020).

 1365294x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/m

ec.17225 by B
ibliotheque de l'U

niversite de G
eneve, D

ivision de l'inform
ation, W

iley O
nline L

ibrary on [12/12/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



    |  5ALI et al.

the product of F and the normalized bin frequency ( fzKi

fzKmax

) from F, as 
shown in Equation 5.

2.3  |  Genetic dominance

The second modification made to the model was the addition of 
dominance to the genotype–phenotype map across all loci. Our 
genotype–phenotype map considers k alleles per locus influencing a 
given phenotype, denoted in the IBM array of breeding values (bv) as 
1 to k. We provide an option to define the pattern of the dominance 
hierarchy in alleles. This is simulated by providing a list of numerical 
values of length k, with each value representing a different allele. 
These values indicate the position in the dominance hierarchy for 
the respective allele. Note an equivalent position, or co- dominance, 
between alleles can be achieved by assigning the alleles equal values 
in the hierarchy list. Co- dominance was used in the original appli-
cation of ‘glads’ (Quilodrán et al., 2020), and was an additive only 
model. We simulated three different strengths of dominance: strong, 
medium and an additive model (co- dominance). Under the addi-
tive model, each allele in a heterozygote contributed equally to the 
phenotype, and had an equal chance of being inherited. Therefore, 
under this model the hierarchy position for all k alleles are equivalent 
(Figure S1a). Under the other two models, the chance of inheritance 
for each allele in a heterozygote was also equal. However, under the 
strong dominance model, only a single ‘dominant’ allele would con-
tribute to the phenotype, with a contribution the same as the ho-
mozygote for that dominant allele. In Equation 1, this corresponds to 
only a single allele contributing to the bv for each locus (i.e., the allele 
with the highest value). In our simulation 20 alleles were used, and 
the hierarchy for their dominance were the values 1 to 20, ensuring 
a dominant allele would be present in any heterozygous combination 
(Figure S1c). The medium dominance model was the same, except 
that some heterozygote combinations influenced the phenotype ad-
ditively instead. Therefore, for Equation 1 under this model, either a 
single or both alleles will contribute bv for the locus. To achieve this 
medium strength dominance, our dominance hierarchy followed a 
bimodal pattern (Figure S1b).

The three dominance strengths we simulated are found in natural 
systems (Billiard et al., 2021). For example, in Brassicaceae and the 
distantly related Ipomoea (Convolvulaceae) and Senecio (Asteraceae), 
linear dominance hierarchies, analogous to our model of strong 
dominance, have been found for the SP11/SCR gene that controls 
self- incompatibility (Brennan et al., 2002; Fujii & Takayama, 2018; 
Kowyama et al., 1994). Non- linear hierarchies, analogous to our 
model of medium dominance, include lactose tolerance and sex spe-
cific dominance (Billiard et al., 2021; Fry, 2010; Tishkoff et al., 2007). 
Examples of co- dominance (additive system) include A and B blood 
type antigens; haemoglobin producing HBB gene, mutations of 
which cause beta thalassemia and sickle- cell disease; and gameto-
phytic self- incompatibility in the S gene of a number of Citrus species 
(Kim et al., 2011; Xia, 2013).

2.4  |  Genotype- environment interaction

Genotype- environment (G × E) interactions were introduced to 
the model's genotype–phenotype map function by modifying 
Equation 1. The first and second components of this linear equation 
represent the genetic and the environmental effects, respectively. A 
third component was included in this equation to compute the prod-
uct of the genotype and the environmental effects, in which param-
eter (G) represents the strength of this interaction. This product of 
both components allows us to compute the realized phenotype of 
each individual by considering the interaction between the geno-
type and the environment, as shown in Equation 6.

2.5  |  Migration

We introduced a parameter that allows the specification of chang-
ing migration rates across generation. We explored two scenarios of 
migration: (i) intermittent migration, in which the migration rate (mij) 
oscillates between 0 and 0.01 in incremental steps of 0.001; and 
(ii) constant migration rate (mij) through time, which represents the 
original approach included in ‘glads’ (see Quilodrán et al., 2020) (see 
Figure S2). Note that we only consider migration as a homogenizer 
that hinders divergence, due to gene flow, and do not consider its po-
tential role in promoting divergence through adaptive introgression.

2.6  |  Initialization of the model

We parameterized the model following Quilodrán et al. (2020) to 
allow comparisons with the original implementation (Table 1). These 
simulations considered two diploid populations of 400 individuals, 
with genetic identities composed of 300 loci and 20 alleles per locus. 
A fraction of the simulated genome was assumed to influence the 
phenotype additively (i.e., an additive genotype–phenotype map 
composed of 50 loci). The remaining loci, that were not influencing 
the phenotype, were considered to be neutral. Because the original 
implementation focused on patterns at early stages of divergence, 
our models did not include the effect of new mutations. A recombi-
nation map was included, that defined the recombination probability 
between adjacent loci (ρ), to explore the effect of unlinked (ρ = 0.5) 
and strongly- linked loci (ρ = 0.0001). Henceforth, we refer to this 
original implementation as the base model.

Whilst our approach is a general model building on the param-
eters used by Quilodrán et al. (2020), our simulations are inspired 
by avian systems. Most landbird species (i.e., bird species that live 
primarily on or over land) produce two to three eggs per clutch, with 
relatively few producing 7 or more per clutch (Jetz et al., 2008). 
While our maximum fitness parameter (b0) of six (Table 1) could be 
high for a landbird, it is representative of the range of probable val-
ues. The size of the FDS percentage corresponds with the increase 

(5)�
�

i
= �i +

(

F −

(

fzKi

fzKmax

F

))

(6)z =

na
∑

v=1

bv + �env

(

0, �env
)

+

(

G ×

na
∑

v=1

bv × �env

(

0, �env
)

)
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6  |    ALI et al.

in fitness of individuals. We therefore set the FDS percentage to 
2% FD (Table 1) to mitigate exacerbating an already high maximum 
clutch size, but also at a percentage that appreciably influences the 
population. FDS acts upon a phenotype, and due to the additive 
model containing many loci, a large number of different phenotypes 
(z) could be generated in the population. We captured this variability 
by defining 10 phenotypic bins (K) (Table 1). The model is flexible 
and when modelling natural systems, bin number and strength can 
be parametrized accordingly.

For our simulations of G × E interaction, we used values from 
5 to 25 for the strength parameter (G) (Table 1). This range of val-
ues was derived using the partitioning of zebra finch phenotypic 
variance from Woodgate et al. (2014). The genetic (CVA), environ-
mental (CVEC) and G × E (CVGE) coefficients of variance were used 
in the equation G = CVGE/CVA * CVEC to derive G for Equation 6. 
In the case of migration, we simulated two patterns: intermittent 
and constant migration. Under the intermittent model, migration 
levels varied in a bimodal pattern with a period of cessation of 
migration in between the peaks of migration (Figure S2). Under 
the constant migration model, a fixed migration rate mij = 0.006 

was used, which was the average migrate rate of the intermittent 
model. This value was used to facilitate comparisons of the two 
models, by simulating an equivalent number of migrants at the end 
of each simulation. Finally, divergent selection was simulated by 
assigning the populations distinct phenotypic optima, while paral-
lel selection was simulated by assigning the populations the same 
phenotypic optima (b0, Table 1). Divergent and parallel selection 
were parametrized in the same way as implemented in Quilodrán 
et al. (2020).

2.7  |  Evaluation of divergence

Genetic divergence between simulated populations was quantified 
with the fixation index (FST), the ratio of pairwise differences be-
tween the genotypes of two populations, relative to the variation 
within populations (Weir & Cockerham, 1984). FST ranges from 0 
to 1, where a value of 1 indicates fixation of alternative alleles in 
each population. FST was computed every 100 generations across 
the total of 2000 simulated generations, using the ‘pegas’ package 

Parameter Definition Value

N Population size 400

nL Number of simulated loci 300

na Number of additive loci 50

b0 Maximum offspring number 6

b1 Phenotypic optima Pop. 1 = 0.25;
Pop. 2 = 0.75 (divergent selection models only)

b2 Variance of fitness curve 0.5

b3 Density dependence Pop.1 = 0.01;
Pop.2 = 0.005 (divergent selection models only)

σenv Stochastic environmental 
component

0.01

σdem Stochastic demographic 
component

1

k Number of alleles per locus
(breeding values)

20

Sex ratio 0.5

μ Mutation rate 0

Linked loci position 60:69, 150:159, 230:239

ρ Linkage 0.0001

t Number of generations 2000

mij Gene flow (Migration rate)a

Figure S2
0,
0.005999 (constant migration rate)
0 to 0.01 (intermittent migration rate)

Fb

Kb
Frequency- dependent 

selection strength
Number of bins

2%
10

Gc Genotype- environment
interaction (G × E)

5, 10, 15, 20, 25

aMigration is only present for the migration specific models.
bF and K in Equations 3–5.
cValue of G in Equation 6.

TA B L E  1  List of parameters.
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    |  7ALI et al.

(Paradis, 2010). Simulations and analyses were carried out using R 
(version 3.61; R Core Team, 2019).

A hidden Markov model (HMM) was applied to the FST output to 
differentiate among effects of different types of selection included 
in our simulations (i.e., parallel or divergent selection with frequency- 
dependent selection). We simulated four different types of loci (i.e., 
selected- linked, selected- unlinked, neutral- linked, and neutral- 
unlinked), selecting an equal number of randomly chosen loci from 
each type in order to standardize the HMM. The HMM was used to 
identify three hidden states: (i) genomic islands; (ii) genomic valleys; 
and (iii) background levels of differentiation. The HMM analysis was 
performed following Marques et al. (2016) using the ‘HiddenMarkov’ 
R package (Harte, 2017). The Baum- Welch algorithm was applied 
using 1000 randomly chosen initial parameter values to find the pa-
rameter estimates with the highest likelihood. The Viterbi algorithm 
used these parameters to find the most likely sequence of states 
across the simulated loci. The significance of the assigned states was 
assessed by randomly permuting islands and valleys 10,000 times 
across the simulated loci (Quilodrán et al., 2020).

2.8  |  Simulations

Our simulations were designed to elucidate how microevolution-
ary processes may influence the emergence of a heterogeneous 
genomic landscape of divergence. The parameters used for the 
simulations are listed in Table 1. The simulations explored how (1) 
frequency- dependent selection, (2) dominance, (3) G × E interaction, 
and (4) migration can influence the genomic landscape, alongside the 
effect of divergent selection, parallel selection, and drift (Table 2). 
While we analyse each effect separately, the concurrent effect of 
these processes may be simulated using the ‘glads’ model. The code 
for the modified glads functions can be found in Appendix S1.

All simulations were run for a maximum of 2000 generations. 
The fixation index (FST) was measured every 100 generations to 
characterize the formation of the genomic landscape of divergence. 
We also measured the phenotypic space, measured as the range of 
a quantitative phenotype occupied by a population. When the ef-
fect of the microevolutionary process being investigated was not 
easily interpretable, the phenotypic space provided additional data 
on how a particular genomic landscape formed. Each simulation was 

repeated 100 times, with the individuals for each iteration varying 
in genetic identity at the beginning (generation 0). This was imple-
mented by using a different random number generator in R for each 
simulation (set. seed function). These simulations were performed at 
the University of Geneva on the ‘Yggdrasil’ HPC cluster and on the 
Oxford ARC clusters.

3  |  RESULTS

3.1  |  Frequency- dependent selection

Our first set of simulations explored the effect of frequency- 
dependent selection on the genomic landscape of divergence be-
tween two populations that have evolved independently over 1000 
generations (i.e., without migration). In the base model (a purely ad-
ditive genotype–phenotype map without FDS), the genomic land-
scape under divergent selection shows the formation of a genomic 
island at selected loci (Figure 2a) while parallel selection does not 
produce any feature that can be distinguished from neutral back-
ground divergence (Figure 2b). Implementation of PFDS produces 
a genomic island under both divergent and parallel selection re-
gimes, while NFDS produces a genomic valley under both regimes 
(Figure 2a,b). The genomic island formed under PFDS is not influ-
enced by linkage to any great extent. The entire selected region 
approach fixation regardless of position of linked or unlinked loci 
(Figure 2a,b), with little variation in this outcome over all simula-
tions (Figure 3a,b). This contrasts with both the baseline model and 
NFDS where the island or valley signature is amplified at linked loci 
(Figures 2a,b and 3a,b). In general, a high degree of variation in FST 
was seen across the 100 simulations for different combinations of 
selected/neutral and linked/unlinked loci (Figure 3a,b).

While islands or valleys were frequently observed on selected 
linked loci, significant islands and valleys (as identified by the hid-
den Markov model) were also observed elsewhere (Figure 4). For 
instance, the majority of valleys observed for both divergent and par-
allel selection under PFDS occurred at neutral loci (both linked and 
unlinked), and the majority of islands formed under NFDS also oc-
curred at neutral loci (Figure 4). Under parallel selection in the base-
line additive model, the number of islands and valleys for different 
loci types (selected/neutral and linked/unlinked loci combinations) 

TA B L E  2  Scenarios simulated using the glads model.

Selection

Divergent selection Parallel selectionG- P mapa

Additive Positive frequency- dependent selection Positive frequency- dependent selection

Additive Negative frequency- dependent selection Negative frequency- dependent selection

Non- additive Dominance (medium & strong) Dominance (medium & strong)

Additive Genotype- environment interaction Genotype- environment interaction

Additive Gene flow (constant vs. intermittent) Gene flow (constant vs. intermittent)

aGenotype–Phenotype map.
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8  |    ALI et al.

were similar (Figure 4d). However, under divergent selection, the 
majority of the islands and a smaller proportion of valleys were found 
at selected loci (Figure 4a). As expected, under PFDS for both types 
of selection, a higher number of islands on selected unlinked loci 
were observed compared to the base additive model (Figure 4c,f). 
The expected contrast was observed with NFDS, in which an excess 
of valleys and very few islands were observed on linked selected loci 
for both types of selection (Figure 4b,e).

A comparison of the genomic landscape of divergence at 1000 
generations (above results) with that at 100 generations and 2000 
generations showed the dynamics of genomic landscape features 
develop over time (Figure 5). At 100 generations, incipient island 
formation was already evident, and for the base model under diver-
gent selection, and PFDS under both divergent and parallel selec-
tion, these islands persisted at 2000 generations, albeit at a smaller 

amplitude. Valley formation occurred later in the divergence process 
when NFDS was applied, with an island rather than a valley evident 
in early- stage divergence (100 generations) (Figure 5). The depth of 
valleys increased between 1000 and 2000 generations as surround-
ing neutral divergence increased.

The distribution of phenotypes realized by individuals at a range 
of generation time points under divergent and parallel selection, and 
with and without FDS is shown in Figure 6. At early stages of diver-
gence (<100 generations), the distribution of phenotypes was simi-
lar for all models. The implementation of divergent selection with 
the base model, or with PFDS, resulted in two disjunct phenotypic 
groups by 500 generations, each occupying a relatively narrow range 
of values. Under divergent selection with NFDS, the two populations 
overlapped in phenotypic space after 2000 generations despite the 
divergence of the phenotypic space of the populations. Under parallel 

F I G U R E  2  The genomic landscape of 
divergence between two populations. The 
output is summarized as the average FST 
from 100 simulations of 1000 generations 
each. Locus position represented on the 
x- axis is shaded red for unlinked loci and 
yellow for linked loci, with loci under 
selection (S) that contribute to phenotypic 
trait values indicated by region between 
the vertical dashed lines. The left- 
hand panels show divergent selection, 
and the right- hand panels, parallel 
selection. For each of these selection 
regimes, graphs show the addition of: 
(a, b) frequency- dependent selection; 
(c, d) varying dominance strength; (e, 
f) varying genotype- environmental 
interaction strength (G in Equation 6); 
and (g, h) varying modes of gene flow 
under an additive model. In (a–f) black 
lines denote divergence levels under 
divergent or parallel selection and a purely 
additive genotype–phenotype map, for 
comparison with modelled additions.
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    |  9ALI et al.

selection, phenotypes in the two populations did not diverge, but the 
range of phenotypes is narrowed when applied to the base model, or 
with PFDS, compared to a wider range for NFDS. In short, the models 
showed the expected changes in between and within- population vari-
ation under different population selection regimes.

These results highlight that resulting levels of divergence were 
highly variable. For each independent simulation, the starting ge-
nomic composition varied, and under these varying conditions, with 
the same parameters, similar values of divergence could be obtained 
across loci irrespective of linkage and selection. This is shown by the 
HMM, where the formation of islands and valleys potentially occur 
across all loci types (Figure 4).

3.2  |  Dominance

The next set of models modified the genotype–phenotype map to 
include the effects of dominance rather than alleles acting in a purely 
additive manner. After 1000 generations of independent evolution, 
and application of a divergent selection scenario, an island of diver-
gence was evident when moderate dominance was applied (similar 
to, though slightly higher in amplitude, a purely additive model), 
however application of strong dominance inhibited island formation 
altogether (Figure 2c). Under parallel selection, pronounced islands 
of divergence were not seen for either moderate or strong domi-
nance, as was the case for the base additive model (Figure 3d).

The development of the genomic landscape of divergence 
over generations is shown in Figure S3. When dominance was 
strong, divergence levels were comparable for selected and neu-
tral, and linked and unlinked loci from the earliest stages of di-
vergence (100 generations) through to the latest stages (2000 
generations), with only a slightly elevated selected region under 
divergent selection. The genomic island that formed under mod-
erate dominance level and divergent selection was observed from 
the earliest stages. A transient, low- amplitude genomic island de-
veloped in the early stages under parallel selection and moderate 
dominance.

3.3  |  Genotype- Environment interaction

The addition of G × E interactions of varying strengths (G = 5 to 25, 
see Equation 6) did not change the shape of the landscape of di-
vergence to any large degree under divergent selection (Figure 2e). 
However, inclusion of G × E interactions depressed divergence 
across the genome compared to the base additive model when 
parallel selection was applied (Figure 2f). This difference from the 
additive model was maintained from the early to latest stage of 
divergence (Figure S4). Despite the strength of the applied G × E 
interaction, under varying initial genetic diversity, similar values 
of divergence could be obtained across loci irrespective of linkage 
and selection (Figure 3e,f).

F I G U R E  3  Mean FST for different loci 
types. Mean FST is given for selected 
& linked (SL), selected & unlinked (SU), 
neutral & linked (NL) and neutral & 
unlinked (NU) loci calculated from 100 
simulations of 1000 generations, with 
error bars denoting the 95% quantile. The 
left- hand panels show divergent selection, 
and the right- hand panels, parallel 
selection. For each of these selection 
regimes, graphs show the addition of: (a, 
b) frequency- dependent selection; (c, d) 
varying dominance strength; (e, f) varying 
genotype- environmental interaction 
strength (G in Equation 6); and (g, h) 
gene flow. In (a–f) the black bars denote 
divergence levels under divergent or 
parallel selection and a purely additive 
genotype–phenotype map, as a basis for 
comparison with modelled additions. The 
bottom panels include different types of 
gene flow to the same additive model.

(a) (b)

(c) (d)

(e) (f)

(g) (h)
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10  |    ALI et al.

3.4  |  Migration

The addition of migration, whether acting in a constant or intermit-
tent manner, slowed divergence overall compared to a model with 
no migration, but the main features of the profile of the genomic 
landscape were maintained: the formation of an island under di-
vergent selection, which was more prominent at linked loci; and 
divergence levels equivalent to neutral loci under parallel selection 
(Figure 2g,h). However, delivery of the same amount of migration 
intermittently rather than constantly produced higher levels of 
divergence. This was more pronounced under a parallel selection 
regime, where the difference emerged early in the process (100 
generations) and was maintained until the end of the simulations 
(2000 generations) (Figure S5). The variation around the average 
values obtained from the 100 independent simulations after 1000 

generations showed that, under divergent selection for both migra-
tion models, selected loci had higher levels of divergence than neu-
tral loci (Figure 3g,h).

4  |  DISCUSSION

Our individual- based modelling approach has revealed the shapes 
of the genomic landscape of divergence when varying (1) the type 
of selection acting within and between populations, and (2) the 
form of the genotype–phenotype map. Genomic islands or valleys 
may form irrespective of whether between- population selection 
is divergent or parallel when positive and negative frequency- 
dependent selection also operate within each population, and can 
also form in the absence of selection. Furthermore, we show that a 

F I G U R E  4  Proportions of islands 
and valleys observed on the genomic 
landscape of divergence under different 
type of selection, identified by using a 
hidden Markov model (100 independent 
simulations of 1000 generations each). 
The effect of divergent (left column) 
and parallel selection (right column) was 
analysed with: (a, b) an additive genotype–
phenotype map; (c, d) with addition of 
negative frequency- dependent selection 
(NFDS); and (e, f) with addition of positive 
frequency- dependent selection (PFDS). 
The proportions of islands and valleys 
were computed for neutral and selected 
loci under linked and unlinked conditions. 
Under models with PFDS for selected 
linked and unlinked loci, the proportion of 
islands and valleys were 0.3% and 0.7% 
under divergent selection (panel e), and 
3.3% and 0.4% under parallel selection, 
respectively (panel f).

(a) (b)

(c) (d)

(e) (f)
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    |  11ALI et al.

consequence of dominance in the genotype–phenotype map is the 
erosion of genomic islands under divergent selection. The level of 
divergence at both neutral and selected loci were highly variable 
in our simulations, and the formation of islands or valleys was not 
always guaranteed. This variable output is known to be influenced 
by a range of factors (Ravinet et al., 2017; Yeaman et al., 2016), 
including the initial genetic diversity of the ancestral population 
and drift (Quilodrán et al., 2020; Yeaman et al., 2016). Our findings 
confirm that the genotype–phenotype map, gene flow pattern, 
and selection regime affect the development of a heterogenous 
genomic landscape of divergence (Quilodrán et al., 2020). We 
also show they affect the maintenance of genetic diversity under 
certain conditions: negative frequency- dependent selection and 
dominance.

4.1  |  A heterogenous genomic 
landscape of divergence under divergent and 
parallel selection is influenced by within- population 
frequency- dependent selection

Frequency- dependent selection within populations (PFDS and 
NFDS) influenced the genomic landscape over time, irrespective of 
the type of selection between populations (i.e., divergent and par-
allel). High linkage influenced the shape of the genomic landscape, 
with selection acting effectively on entire haplotype blocks that then 
rapidly increase in frequency. This corroborates empirical results 
where strong linkage typically associated with genomic inversions 
or proximity to centromeres, is often associated with heterogenous 
genomic landscapes (Huang et al., 2020; Puig Giribets et al., 2019; 
Sodeland et al., 2016; Tepolt & Palumbi, 2020).

PFDS resulted in a genomic island that was not evident under 
parallel selection alone, and was also taller under the effects of di-
vergent selection. PFDS is known to accelerate the fixation of the 
most frequently occurring allele at a locus under selection (Gordon 
et al., 2015), which results in a rapid reduction of within popula-
tion phenotypic variation in our simulations. While this increased 
the difference between quantitative phenotypes of populations 
under divergent selection, it decreased the difference under par-
allel selection, with both populations reaching similar phenotypes. 
Because there are multiple genetic combinations that result in a 
given quantitative phenotype, small differences in frequency of the 
most common allele in each population could be quickly amplified 
by PFDS, resulting in the development of genomic islands over time. 
Experimental and empirical investigations have shown the prolifer-
ation of monomorphism in species influenced by PFDS (Lindström 
et al., 2001; Mallet & Barton, 1989; Nokelainen et al., 2014), but also 
polymorphism (Chouteau et al., 2016; Ogilvie et al., 2021; Rönkä 
et al., 2020). Both are compatible with our expectation of PFDS 
under different types of selective pressure between populations.

NFDS as a type of balancing selection is expected to maintain 
ancestral polymorphism (Brisson, 2018). Genetic diversity within 
populations negatively correlates with divergence between pop-
ulations, which may in turn exacerbate valley formation (Wolf & 
Ellegren, 2017). In our simulations, this is illustrated by the formation 
of genomic valleys irrespective of the form of selection between 
populations. The influence of NFDS maintained the within popula-
tion phenotypic variation and consequently decreased the distance 
between the phenotypic space of the populations. This finding is in 
line with empirical observations made under allopatric conditions 
of morphological overlap between populations under NFDS (Franks 
& Oxford, 2017). However, under NFDS, the genomic landscape 

F I G U R E  5  The genomic landscape of 
divergence with frequency- dependent 
selection summarized as the average 
FST from 100 simulations after: (a, 
b) 100 generations and (c, d) 2000 
generations. The left- hand panels show 
divergent selection, and the right- hand 
panels, parallel selection. Locus position 
represented on the x- axis is shaded red 
for unlinked loci and yellow for linked 
loci, with loci under selection (S) that 
contribute to phenotypic trait values 
indicated by region between the vertical 
dashed lines. The black lines denote 
divergence levels under divergent or 
parallel selection without frequency- 
dependent selection, for comparison.
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12  |    ALI et al.

feature for linked loci often transitioned from a genomic island seen 
at early stages of divergence (100 generations), to a valley by the later 
stages (1000 generations). This can be explained by the stochastic 
generation of different additive routes towards a common pheno-
type, forming idiosyncratic differences between the populations, re-
sulting in genomic islands in some early- stage simulations (Goldberg 
et al., 2020). However, as divergence progresses, the cumulative ef-
fect of NFDS generates large within- population genotypic and phe-
notypic variation, resulting in genomic valleys at later stages for both 
parallel and divergent selection between populations.

4.2  |  Maintenance of polymorphism under 
divergent selection limits island formation

The incorporation of polymorphism- maintaining processes such as 
dominance and NFDS (Brisson, 2018; Moulherat et al., 2017) shape 
the genomic landscape of divergence. Under strong dominance 

and divergent selection, genomic island formation was inhibited 
as recessive alleles were maintained in the heterozygous form. 
Other mechanisms not explored here by which dominance could 
maintain polymorphism include situations where dominance rela-
tionships among alleles reverse, for example where dominance is 
sex- dependent or non- linear relationships exist between fitness 
and gene activity (Connallon & Chenoweth, 2019; Nabutanyi & 
Wittmann, 2021). When the average strength of dominance de-
creases (under the medium dominance model), dominant- recessive 
combinations of alleles form more rarely, polymorphism is therefore 
maintained more rarely, allowing formation of islands of divergence 
as seen in our simulations. NFDS is even more effective at maintain-
ing polymorphism than dominance because the latter is not a selec-
tive process (Asmussen et al., 2004), resulting in valley rather than 
island formation at selected loci. Overall, the incorporation of poly-
morphism maintaining processes could help reconcile differences 
between empirical and simulated levels of divergence. For exam-
ple, in the silvereyes species complex (Zosterops lateralis) simulated 

F I G U R E  6  The phenotypic range 
occupied by individuals from two 
populations across 2000 generations. 
The phenotypes are standardized by 
dividing by the number of additive loci 
(na). The effect of divergent (left column) 
and parallel selection (right column) are 
shown with: (a, b) an additive genotype–
phenotype map; (c, d) with addition of 
negative frequency- dependent selection 
(NFDS); and (e, f) with addition of positive 
frequency- dependent selection (PFDS). 
The whiskers represent the minimum and 
maximum phenotype, and the bars 25%, 
50% and 75% quantiles.
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    |  13ALI et al.

levels of divergence exceed empirical observations (Sendell- Price 
et al., 2020).

4.3  |  Genotype- Environment interaction reduces 
divergence of selected and neutral loci under 
parallel selection

In heterogenous environments, G × E interactions can favour 
different genotypes in different environments, maintaining al-
lelic diversity (Côté & Simons, 2020; Falconer & Mackay, 1996; 
Plesnar- Bielak et al., 2018). In our simulations, the phenotype 
was an additive combination of both the stochastic environmen-
tal component (varied between individuals in a population) and 
the additive genotypic component. As a result, different additive 
genotypes complemented different environmental components 
within a population (e.g., a given additive genotype may form a 
fitter phenotype with a particular environmental value and a less 
fit phenotype with a different environmental condition) (Falconer 
& Mackay, 1996). Furthermore, since the genotype – phenotype 
function in Equation 6 additively includes the product of the gen-
otype and the environment, higher values of G × E also increase 
the phenotypic variance of the population. Our simulations re-
flect the increased phenotypic variance, as a consequence of the 
implementation of G × E in Equation 6. Under parallel selection, 
a consequence of the increased genetic variance was that more 
often common allelic combinations persisted in the simulations, 
decreasing FST. However, under divergent selection, different phe-
notypes were selectively favoured between both populations, in 
which alternate allelic combinations (generating alternate pheno-
types) were favoured. In this last condition, the frequency of com-
mon allelic combinations between the two populations was not 
affected by the increase in phenotypic variance (as a consequence 
of G × E interaction), and so FST did not decrease.

4.4  |  Intermittent gene flow slows the loss of 
genomic islands over time

Genomic islands of divergence are expected to disappear over time 
with the accumulation of genome- wide differences between popu-
lations (Nosil & Feder, 2012; Wu & Ting, 2004). However, the tempo-
ral dynamic of this process can be moderated by gene flow through 
migration, in which some gene flow slows the process of genomic 
island erosion, while a high level can rapidly erase them (Quilodrán 
et al., 2020). We show that the gene flow pattern (intermittent or 
continuous) influences the overall level of divergence, with intermit-
tent gene flow resulting in a higher level of divergence despite an 
equal number of migrants, via a slowed loss of genomic islands over 
time. This emphasizes the importance of considering different pat-
terns of gene flow when aiming to depict the historical divergence 
of any biological system (Kirkpatrick & Ravigné, 2002; Rundle & 
Nosil, 2005).

5  |  CONCLUSION

The interpretation of past evolutionary histories based on the 
observation of given genomic patterns have to be made with 
caution (e.g., Funk et al., 2021; Ottenburghs et al., 2017), as the 
emergence of specific patterns is not ensured by a unique set of 
circumstances. While divergent selection with ongoing gene flow 
was a prominent explanation for genomic islands of divergence 
(Feder et al., 2013), more recent studies have shown that they 
may emerge from a variety of evolutionary routes in the absence 
of gene flow (Ravinet et al., 2017). Even under divergent selec-
tion and strong linkage, two elements that often show patterns 
of genomic islands when concurrently influencing genomic land-
scapes (Nam et al., 2020), we have shown that islands could disap-
pear or even turn out to be valleys of similarity when adding other 
layers of complexity to the system, such as strong dominance and 
frequency- dependent selection. Computational approaches that 
concurrently analyse theoretical expectations with summary sta-
tistics based on empirical data (e.g., Approximate Bayesian com-
putational methods, machine learning) provide an opportunity to 
narrow the range of potential drivers that produce a particular 
genomic landscape of divergence under defined evolutionary his-
tories. The modelling tool used in our approach will allow further 
exploration of genomic landscape dynamics under the nuanced 
and complex conditions that characterize biological systems. 
Empirical data can be fitted to this flexible model to simulate the 
evolution of natural populations (e.g., Sendell- Price et al., 2020). 
In doing so, our individual- based approach may help to provide 
powerful insights into the effects of different microevolutionary 
processes on particular natural systems.
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